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Overview
§ Recap: last class

o Why annotate data?
o Tips and tricks for components of annotation process
o Annotator agreement metrics
o Ethics of crowdsourcing

This class: What do we do with annotated data?
§ Logistic Regression
§ Neural networks
§ Adjusting for model errors
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Methods of Data analysis

§ We want to know if (and when and how) Republicans talk about taxes more than 
Democrats:
1. We use word statistics to find if words like “taxes” and “spending” are more 

common in republican speeches
2. We can train a topic model, identify the tax-related topics and determine if that 

topic is more common in Republican vs. Democratic speech (or incorporate 
party affiliation as co-variate in STM)

3. We could go through every speech by hand:
• Label if each speech or sentence or word is related to taxes
• Count if we labeled more Republican speech than Democratic 

speech
4. We can automate #3 using machine learning



Logistic Regression
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Components of a probabilistic machine 
learning classifier

§ Given m input/output pairs (x(i),y(i)):

1. A feature representation of the input. For each input observation x(i), a vector 
of features [x1, x2, ... , xn]. Feature j for input x(i) is xj, more completely xj(i), or 
sometimes fj(x).

2. A classification function that computes !y, the estimated class, via p(y|x), like 
the sigmoid or softmax functions.

3. An objective function for learning, like cross-entropy loss. 
4. An algorithm for optimizing the objective function: stochastic gradient 

descent. 
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Supervised learning

sports economy

world politics politics

world Logistic 
Regression 
Classifier

sports Inference Test: Given a test 
example x, compute p(y|x) using 
learned weights w and b, and return 
whichever label (y = 1 or y = 0) is 
higher probability

politics

Logistic 
Regression 
Classifier

Training: learn weights w and b 
using stochastic gradient 
descent and cross-entropy loss. 



1. Feature Representation
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Feature representation

§ We can craft specific features:

5.1 • CLASSIFICATION: THE SIGMOID 5

 It's hokey . There are virtually no surprises , and the writing is second-rate . 
So why was it so enjoyable  ? For one thing , the cast is
 great . Another nice touch is the music . I was overcome with the urge to get off
 the couch and start dancing .  It sucked me in , and it'll do the same to you  .

x1=3 x6=4.19

x3=1

x4=3x5=0

x2=2

Figure 5.2 A sample mini test document showing the extracted features in the vector x.

Given these 6 features and the input review x, P(+|x) and P(�|x) can be com-
puted using Eq. 5.5:

p(+|x) = P(Y = 1|x) = s(w · x+b)
= s([2.5,�5.0,�1.2,0.5,2.0,0.7] · [3,2,1,3,0,4.19]+0.1)
= s(.833)
= 0.70 (5.6)

p(�|x) = P(Y = 0|x) = 1�s(w · x+b)
= 0.30

Logistic regression is commonly applied to all sorts of NLP tasks, and any property
of the input can be a feature. Consider the task of period disambiguation: deciding
if a period is the end of a sentence or part of a word, by classifying each period
into one of two classes EOS (end-of-sentence) and not-EOS. We might use features
like x1 below expressing that the current word is lower case and the class is EOS
(perhaps with a positive weight), or that the current word is in our abbreviations
dictionary (“Prof.”) and the class is EOS (perhaps with a negative weight). A feature
can also express a quite complex combination of properties. For example a period
following an upper case word is likely to be an EOS, but if the word itself is St. and
the previous word is capitalized, then the period is likely part of a shortening of the
word street.

x1 =

⇢
1 if “Case(wi) = Lower”
0 otherwise

x2 =

⇢
1 if “wi 2 AcronymDict”
0 otherwise

x3 =

⇢
1 if “wi = St. & Case(wi�1) = Cap”
0 otherwise

Designing features: Features are generally designed by examining the training
set with an eye to linguistic intuitions and the linguistic literature on the domain. A
careful error analysis on the training set or devset of an early version of a system
often provides insights into features.

For some tasks it is especially helpful to build complex features that are combi-
nations of more primitive features. We saw such a feature for period disambiguation
above, where a period on the word St. was less likely to be the end of the sentence
if the previous word was capitalized. For logistic regression and naive Bayes these
combination features or feature interactions have to be designed by hand.feature

interactions
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nearly linear around 0 but has a sharp slope toward the ends, it tends to squash outlier
values toward 0 or 1. And it’s differentiable, which as we’ll see in Section 5.8 will
be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ e�(w·x+b)

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ e�(w·x+b)

=
e�(w·x+b)

1+ e�(w·x+b) (5.5)

Now we have an algorithm that given an instance x computes the probability P(y =
1|x). How do we make a decision? For a test instance x, we say yes if the probability
P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision boundary:decision

boundary

ŷ =

⇢
1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the 6
features x1...x6 of the input shown in the following table; Fig. 5.2 shows the features
in a sample mini test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(66) = 4.19

Let’s assume for the moment that we’ve already learned a real-valued weight for
each of these features, and that the 6 weights corresponding to the 6 features are
[2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section how
the weights are learned.) The weight w1, for example indicates how important a
feature the number of positive lexicon words (great, nice, enjoyable, etc.) is to
a positive sentiment decision, while w2 tells us the importance of negative lexicon
words. Note that w1 = 2.5 is positive, while w2 =�5.0, meaning that negative words
are negatively associated with a positive sentiment decision, and are about twice as
important as positive words.
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Feature representation

§ Common choice for document-level tasks:
o BOW representation (with TF-IDF weighting)

Bag-of-words document 
representation



2. Classification Function
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Binary Classification in Logistic 
Regression

§ Given a series of input/output pairs:
o (x(i), y(i))

§ For each observation x(i)

o We represent x(i) by a feature vector [x1, x2,…, xn]
o We compute an output: a predicted class !𝑦(i) Î {0,1}

o (multinomial logistic regression: !𝑦 Î {0, 1, 2, 3, 4})
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Introducing feature weights

§ For feature xi, weight wi tells is how important is xi
o xi ="review contains ‘awesome’":      wi =  +10
o xj ="review contains ‘abysmal’":      wj = -10
o xk =“review contains ‘mediocre’":   wk = -2

§ Feature weights are useful for learning an accurate classifier, but they are also 
useful for analyzing feature importance
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How to do classification

§ For each feature xi, introduce weight wi which tells us importance of xi
o (Plus we'll have a bias b)

§ We'll sum up all the weighted features and the bias

§ If this sum is high, we say y=1; if low, then y=0

5.1 • CLASSIFICATION: THE SIGMOID 3

is “positive sentiment” versus “negative sentiment”, the features represent counts
of words in a document, and P(y = 1|x) is the probability that the document has
positive sentiment, while and P(y = 0|x) is the probability that the document has
negative sentiment.

Logistic regression solves this task by learning, from a training set, a vector of
weights and a bias term. Each weight wi is a real number, and is associated with one
of the input features xi. The weight wi represents how important that input feature is
to the classification decision, and can be positive (meaning the feature is associated
with the class) or negative (meaning the feature is not associated with the class).
Thus we might expect in a sentiment task the word awesome to have a high positive
weight, and abysmal to have a very negative weight. The bias term, also called thebias term
intercept, is another real number that’s added to the weighted inputs.intercept

To make a decision on a test instance— after we’ve learned the weights in
training— the classifier first multiplies each xi by its weight wi, sums up the weighted
features, and adds the bias term b. The resulting single number z expresses the
weighted sum of the evidence for the class.

z =

 nX

i=1

wixi

!
+b (5.2)

In the rest of the book we’ll represent such sums using the dot product notation fromdot product

linear algebra. The dot product of two vectors a and b, written as a ·b is the sum of
the products of the corresponding elements of each vector. Thus the following is an
equivalent formation to Eq. 5.2:

z = w · x+b (5.3)

But note that nothing in Eq. 5.3 forces z to be a legal probability, that is, to lie
between 0 and 1. In fact, since weights are real-valued, the output might even be
negative; z ranges from �• to •.

Figure 5.1 The sigmoid function y= 1
1+e�z takes a real value and maps it to the range [0,1].

Because it is nearly linear around 0 but has a sharp slope toward the ends, it tends to squash
outlier values toward 0 or 1.

To create a probability, we’ll pass z through the sigmoid function, s(z). Thesigmoid

sigmoid function (named because it looks like an s) is also called the logistic func-
tion, and gives logistic regression its name. The sigmoid has the following equation,logistic

function
shown graphically in Fig. 5.1:

y = s(z) =
1

1+ e�z (5.4)
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We want a probabilistic classifier

We need to formalize “sum is high”.

p(y=1|x; θ)
p(y=0|x; θ)
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The problem:  z isn't a probability, it's 
just a number!

§ Solution: use a function of z that goes from 0 to 1

5.1 • CLASSIFICATION: THE SIGMOID 3
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sentiment” versus “negative sentiment”, the features represent counts of words in a
document, P(y = 1|x) is the probability that the document has positive sentiment,
and P(y = 0|x) is the probability that the document has negative sentiment.

Logistic regression solves this task by learning, from a training set, a vector of
weights and a bias term. Each weight wi is a real number, and is associated with one
of the input features xi. The weight wi represents how important that input feature
is to the classification decision, and can be positive (providing evidence that the in-
stance being classified belongs in the positive class) or negative (providing evidence
that the instance being classified belongs in the negative class). Thus we might
expect in a sentiment task the word awesome to have a high positive weight, and
abysmal to have a very negative weight. The bias term, also called the intercept, isbias term

intercept another real number that’s added to the weighted inputs.
To make a decision on a test instance— after we’ve learned the weights in

training— the classifier first multiplies each xi by its weight wi, sums up the weighted
features, and adds the bias term b. The resulting single number z expresses the
weighted sum of the evidence for the class.

z =

 nX

i=1

wixi

!
+b (5.2)

In the rest of the book we’ll represent such sums using the dot product notation fromdot product

linear algebra. The dot product of two vectors a and b, written as a ·b is the sum of
the products of the corresponding elements of each vector. Thus the following is an
equivalent formation to Eq. 5.2:

z = w · x+b (5.3)

But note that nothing in Eq. 5.3 forces z to be a legal probability, that is, to lie
between 0 and 1. In fact, since weights are real-valued, the output might even be
negative; z ranges from �• to •.

Figure 5.1 The sigmoid function y= 1
1+e�z takes a real value and maps it to the range [0,1].

It is nearly linear around 0 but outlier values get squashed toward 0 or 1.

To create a probability, we’ll pass z through the sigmoid function, s(z). Thesigmoid

sigmoid function (named because it looks like an s) is also called the logistic func-
tion, and gives logistic regression its name. The sigmoid has the following equation,logistic

function
shown graphically in Fig. 5.1:

y = s(z) =
1

1+ e�z =
1

1+ exp(�z)
(5.4)

(For the rest of the book, we’ll use the notation exp(x) to mean ex.) The sigmoid
has a number of advantages; it takes a real-valued number and maps it into the range
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The very useful sigmoid or logistic 
function

5.1 • CLASSIFICATION: THE SIGMOID 3
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Idea of logistic regression

§ We’ll compute w∙x+b
§ And then we’ll pass it through the sigmoid function:
§ σ(w∙x+b)
§ And we'll just treat it as a probability
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Making probabilities with sigmoids

4 CHAPTER 5 • LOGISTIC REGRESSION

[0,1], which is just what we want for a probability. Because it is nearly linear around
0 but flattens toward the ends, it tends to squash outlier values toward 0 or 1. And
it’s differentiable, which as we’ll see in Section 5.8 will be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ exp(�(w · x+b))

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ exp(�(w · x+b))

=
exp(�(w · x+b))

1+ exp(�(w · x+b))
(5.5)

The sigmoid function has the property

1�s(x) = s(�x) (5.6)

so we could also have expressed P(y = 0) as s(�(w · x+b)).
Now we have an algorithm that given an instance x computes the probability

P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =

⇢
1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the 6
features x1...x6 of the input shown in the following table; Fig. 5.2 shows the features
in a sample mini test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(66) = 4.19

Let’s assume for the moment that we’ve already learned a real-valued weight for
each of these features, and that the 6 weights corresponding to the 6 features are
[2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section how

4 CHAPTER 5 • LOGISTIC REGRESSION

[0,1], which is just what we want for a probability. Because it is nearly linear around
0 but flattens toward the ends, it tends to squash outlier values toward 0 or 1. And
it’s differentiable, which as we’ll see in Section 5.8 will be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ exp(�(w · x+b))

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ exp(�(w · x+b))

=
exp(�(w · x+b))

1+ exp(�(w · x+b))
(5.5)

The sigmoid function has the property

1�s(x) = s(�x) (5.6)

so we could also have expressed P(y = 0) as s(�(w · x+b)).
Now we have an algorithm that given an instance x computes the probability

P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary
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We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ exp(�(w · x+b))

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ exp(�(w · x+b))

=
exp(�(w · x+b))

1+ exp(�(w · x+b))
(5.5)

The sigmoid function has the property

1�s(x) = s(�x) (5.6)

so we could also have expressed P(y = 0) as s(�(w · x+b)).
Now we have an algorithm that given an instance x computes the probability

P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =

⇢
1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the 6
features x1...x6 of the input shown in the following table; Fig. 5.2 shows the features
in a sample mini test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(66) = 4.19

Let’s assume for the moment that we’ve already learned a real-valued weight for
each of these features, and that the 6 weights corresponding to the 6 features are
[2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section how

=
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Turning a probability into a classifier
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The sigmoid has a number of advantages; it take a real-valued number and maps
it into the range [0,1], which is just what we want for a probability. Because it is
nearly linear around 0 but has a sharp slope toward the ends, it tends to squash outlier
values toward 0 or 1. And it’s differentiable, which as we’ll see in Section 5.8 will
be handy for learning.

We’re almost there. If we apply the sigmoid to the sum of the weighted features,
we get a number between 0 and 1. To make it a probability, we just need to make
sure that the two cases, p(y = 1) and p(y = 0), sum to 1. We can do this as follows:

P(y = 1) = s(w · x+b)

=
1

1+ e�(w·x+b)

P(y = 0) = 1�s(w · x+b)

= 1� 1
1+ e�(w·x+b)

=
e�(w·x+b)

1+ e�(w·x+b) (5.5)

Now we have an algorithm that given an instance x computes the probability
P(y = 1|x). How do we make a decision? For a test instance x, we say yes if the
probability P(y = 1|x) is more than .5, and no otherwise. We call .5 the decision
boundary:decision

boundary

ŷ =
⇢

1 if P(y = 1|x)> 0.5
0 otherwise

5.1.1 Example: sentiment classification
Let’s have an example. Suppose we are doing binary sentiment classification on
movie review text, and we would like to know whether to assign the sentiment class
+ or � to a review document doc. We’ll represent each input observation by the
following 6 features x1...x6 of the input; Fig. 5.2 shows the features in a sample mini
test document.

Var Definition Value in Fig. 5.2
x1 count(positive lexicon) 2 doc) 3
x2 count(negative lexicon) 2 doc) 2

x3

⇢
1 if “no” 2 doc
0 otherwise 1

x4 count(1st and 2nd pronouns 2 doc) 3

x5

⇢
1 if “!” 2 doc
0 otherwise 0

x6 log(word count of doc) ln(64) = 4.15

Let’s assume for the moment that we’ve already learned a real-valued weight
for each of these features, and that the 6 weights corresponding to the 6 features
are [2.5,�5.0,�1.2,0.5,2.0,0.7], while b = 0.1. (We’ll discuss in the next section
how the weights are learned.) The weight w1, for example indicates how important

0.5 here is called the decision boundary 
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Loss function

§ Supervised classification: 
o We know the correct label y (either 0 or 1) for each x. 
o But what the system produces is an estimate, !𝑦

§ We want to set w and b to minimize the distance between our estimate !𝑦(i) and the 
true y(i). 
o We need a distance estimator: a loss function or a cost function (#3)
o We need an optimization algorithm to update w and b to minimize the loss (#4)
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Loss Function

§ We want to know how far is the classifier output:
§ !𝑦 = σ(w∙x+b)

§ from the true output:
§ y        [= either 0 or 1]

§ We'll call this difference:
§ L( !𝑦 ,y) = how much !𝑦 differs from the true y 
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Deriving cross-entropy loss for a single 
observation x

§ Goal: maximize probability of the correct label p(y|x)
§ Since there are only 2 discrete outcomes (0 or 1) we can express the probability 

p(y|x) from our classifier (the thing we want to maximize) as

§ noting:
o if y=1, this simplifies to !𝑦
o if y=0, this simplifies to 1- !𝑦

5.3 • THE CROSS-ENTROPY LOSS FUNCTION 7

the cross-entropy loss.
The second thing we need is an optimization algorithm for iteratively updating

the weights so as to minimize this loss function. The standard algorithm for this is
gradient descent; we’ll introduce the stochastic gradient descent algorithm in the
following section.

5.3 The cross-entropy loss function

We need a loss function that expresses, for an observation x, how close the classifier
output (ŷ = s(w · x+b)) is to the correct output (y, which is 0 or 1). We’ll call this:

L(ŷ,y) = How much ŷ differs from the true y (5.8)

We do this via a loss function that prefers the correct class labels of the train-
ing examples to be more likely. This is called conditional maximum likelihood
estimation: we choose the parameters w,b that maximize the log probability of
the true y labels in the training data given the observations x. The resulting loss
function is the negative log likelihood loss, generally called the cross-entropy loss.cross-entropy

loss
Let’s derive this loss function, applied to a single observation x. We’d like to

learn weights that maximize the probability of the correct label p(y|x). Since there
are only two discrete outcomes (1 or 0), this is a Bernoulli distribution, and we can
express the probability p(y|x) that our classifier produces for one observation as
the following (keeping in mind that if y=1, Eq. 5.9 simplifies to ŷ; if y=0, Eq. 5.9
simplifies to 1� ŷ):

p(y|x) = ŷ y (1� ŷ)1�y (5.9)

Now we take the log of both sides. This will turn out to be handy mathematically,
and doesn’t hurt us; whatever values maximize a probability will also maximize the
log of the probability:

log p(y|x) = log
⇥
ŷ y (1� ŷ)1�y⇤

= y log ŷ+(1� y) log(1� ŷ) (5.10)

Eq. 5.10 describes a log likelihood that should be maximized. In order to turn this
into loss function (something that we need to minimize), we’ll just flip the sign on
Eq. 5.10. The result is the cross-entropy loss LCE:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.11)

Finally, we can plug in the definition of ŷ = s(w · x+b):

LCE(ŷ,y) = � [y logs(w · x+b)+(1� y) log(1�s(w · x+b))] (5.12)

Let’s see if this loss function does the right thing for our example from Fig. 5.2. We
want the loss to be smaller if the model’s estimate is close to correct, and bigger if
the model is confused. So first let’s suppose the correct gold label for the sentiment
example in Fig. 5.2 is positive, i.e., y = 1. In this case our model is doing well, since
from Eq. 5.7 it indeed gave the example a higher probability of being positive (.69)
than negative (.31). If we plug s(w · x+b) = .69 and y = 1 into Eq. 5.12, the right
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Deriving cross-entropy loss for a single 
observation x

§ Goal: maximize probability of the correct label p(y|x)
§ Since there are only 2 discrete outcomes (0 or 1) we can express the probability 

p(y|x) from our classifier (the thing we want to maximize) as

§ Take the log of both sides

5.3 • THE CROSS-ENTROPY LOSS FUNCTION 7
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are only two discrete outcomes (1 or 0), this is a Bernoulli distribution, and we can
express the probability p(y|x) that our classifier produces for one observation as
the following (keeping in mind that if y=1, Eq. 5.9 simplifies to ŷ; if y=0, Eq. 5.9
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and doesn’t hurt us; whatever values maximize a probability will also maximize the
log of the probability:

log p(y|x) = log
⇥
ŷ y (1� ŷ)1�y⇤

= y log ŷ+(1� y) log(1� ŷ) (5.10)

Eq. 5.10 describes a log likelihood that should be maximized. In order to turn this
into loss function (something that we need to minimize), we’ll just flip the sign on
Eq. 5.10. The result is the cross-entropy loss LCE:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.11)

Finally, we can plug in the definition of ŷ = s(w · x+b):

LCE(ŷ,y) = � [y logs(w · x+b)+(1� y) log(1�s(w · x+b))] (5.12)

Let’s see if this loss function does the right thing for our example from Fig. 5.2. We
want the loss to be smaller if the model’s estimate is close to correct, and bigger if
the model is confused. So first let’s suppose the correct gold label for the sentiment
example in Fig. 5.2 is positive, i.e., y = 1. In this case our model is doing well, since
from Eq. 5.7 it indeed gave the example a higher probability of being positive (.69)
than negative (.31). If we plug s(w · x+b) = .69 and y = 1 into Eq. 5.12, the right
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estimation: we choose the parameters w,b that maximize the log probability of
the true y labels in the training data given the observations x. The resulting loss
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loss
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are only two discrete outcomes (1 or 0), this is a Bernoulli distribution, and we can
express the probability p(y|x) that our classifier produces for one observation as
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Eq. 5.10 describes a log likelihood that should be maximized. In order to turn this
into loss function (something that we need to minimize), we’ll just flip the sign on
Eq. 5.10. The result is the cross-entropy loss LCE:
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want the loss to be smaller if the model’s estimate is close to correct, and bigger if
the model is confused. So first let’s suppose the correct gold label for the sentiment
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Deriving cross-entropy loss for a single 
observation x

§ Goal: maximize probability of the correct label p(y|x)

5.3 • THE CROSS-ENTROPY LOSS FUNCTION 7
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L(ŷ,y) = How much ŷ differs from the true y (5.8)

We do this via a loss function that prefers the correct class labels of the train-
ing examples to be more likely. This is called conditional maximum likelihood
estimation: we choose the parameters w,b that maximize the log probability of
the true y labels in the training data given the observations x. The resulting loss
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simplifies to 1� ŷ):
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log of the probability:

log p(y|x) = log
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= y log ŷ+(1� y) log(1� ŷ) (5.10)
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simplifies to 1� ŷ):
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LCE(ŷ,y) = � [y logs(w · x+b)+(1� y) log(1�s(w · x+b))] (5.12)

Let’s see if this loss function does the right thing for our example from Fig. 5.2. We
want the loss to be smaller if the model’s estimate is close to correct, and bigger if
the model is confused. So first let’s suppose the correct gold label for the sentiment
example in Fig. 5.2 is positive, i.e., y = 1. In this case our model is doing well, since
from Eq. 5.7 it indeed gave the example a higher probability of being positive (.69)
than negative (.31). If we plug s(w · x+b) = .69 and y = 1 into Eq. 5.12, the right
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ing examples to be more likely. This is called conditional maximum likelihood
estimation: we choose the parameters w,b that maximize the log probability of
the true y labels in the training data given the observations x. The resulting loss
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Let’s derive this loss function, applied to a single observation x. We’d like to

learn weights that maximize the probability of the correct label p(y|x). Since there
are only two discrete outcomes (1 or 0), this is a Bernoulli distribution, and we can
express the probability p(y|x) that our classifier produces for one observation as
the following (keeping in mind that if y=1, Eq. 5.9 simplifies to ŷ; if y=0, Eq. 5.9
simplifies to 1� ŷ):

p(y|x) = ŷ y (1� ŷ)1�y (5.9)

Now we take the log of both sides. This will turn out to be handy mathematically,
and doesn’t hurt us; whatever values maximize a probability will also maximize the
log of the probability:

log p(y|x) = log
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ŷ y (1� ŷ)1�y⇤

= y log ŷ+(1� y) log(1� ŷ) (5.10)

Eq. 5.10 describes a log likelihood that should be maximized. In order to turn this
into loss function (something that we need to minimize), we’ll just flip the sign on
Eq. 5.10. The result is the cross-entropy loss LCE:

LCE(ŷ,y) =� log p(y|x) = � [y log ŷ+(1� y) log(1� ŷ)] (5.11)
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Let’s see if this loss function does the right thing for our example from Fig. 5.2. We
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§ Now flip sign to turn this into a loss: something to minimize
§ Cross-entropy loss (because is formula for cross-entropy(y, !𝑦	))

§ Or, plugging in definition of !𝑦:
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Our goal: minimize the loss

§ Let's make explicit that the loss function is parameterized by weights 𝛳=(w,b)
• And we’ll represent !𝑦 as f (x; θ ) to make the dependence on θ more obvious
§ We want the weights that minimize the loss, averaged over all examples:

8 CHAPTER 5 • LOGISTIC REGRESSION

side of the equation drops out, leading to the following loss (we’ll use log to mean
natural log when the base is not specified):

LCE(ŷ,y) = �[y logs(w · x+b)+(1� y) log(1�s(w · x+b))]
= � [logs(w · x+b)]
= � log(.70)
= .36

By contrast, let’s pretend instead that the example in Fig. 5.2 was actually negative,
i.e., y = 0 (perhaps the reviewer went on to say “But bottom line, the movie is
terrible! I beg you not to see it!”). In this case our model is confused and we’d want
the loss to be higher. Now if we plug y = 0 and 1�s(w · x+b) = .31 from Eq. 5.7
into Eq. 5.12, the left side of the equation drops out:

LCE(ŷ,y) = �[y logs(w · x+b)+(1� y) log(1�s(w · x+b))]
= � [log(1�s(w · x+b))]
= � log(.30)
= 1.2

Sure enough, the loss for the first classifier (.37) is less than the loss for the second
classifier (1.17).

Why does minimizing this negative log probability do what we want? A per-
fect classifier would assign probability 1 to the correct outcome (y=1 or y=0) and
probability 0 to the incorrect outcome. That means the higher ŷ (the closer it is
to 1), the better the classifier; the lower ŷ is (the closer it is to 0), the worse the
classifier. The negative log of this probability is a convenient loss metric since it
goes from 0 (negative log of 1, no loss) to infinity (negative log of 0, infinite loss).
This loss function also ensures that as the probability of the correct answer is max-
imized, the probability of the incorrect answer is minimized; since the two sum to
one, any increase in the probability of the correct answer is coming at the expense
of the incorrect answer. It’s called the cross-entropy loss, because Eq. 5.10 is also
the formula for the cross-entropy between the true probability distribution y and our
estimated distribution ŷ.

Now we know what we want to minimize; in the next section, we’ll see how to
find the minimum.

5.4 Gradient Descent

Our goal with gradient descent is to find the optimal weights: minimize the loss
function we’ve defined for the model. In Eq. 5.13 below, we’ll explicitly represent
the fact that the loss function L is parameterized by the weights, which we’ll refer
to in machine learning in general as q (in the case of logistic regression q = w,b).
So the goal is to find the set of weights which minimizes the loss function, averaged
over all examples:

q̂ = argmin
q

1
m

mX

i=1

LCE( f (x(i);q),y(i)) (5.13)
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Intuition of gradient descent
• How do I get to the bottom of this river canyon?

Look around me 360∘

Find the direction of steepest 
slope down
Go that way
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Gradient Descent

§ The gradient of a function of many variables is a vector pointing in the direction of 
the greatest increase in a function. 

§ For each dimension wi the gradient component i tells us the slope with respect to 
that variable. 
o “How much would a small change in wi influence the total loss function L?” 
o We express each element as a partial derivative ∂ of the loss ∂wi
o The gradient is then defined as a vector of these partials. 

§ Gradient Descent: Find the gradient of the loss function at the current point and 
move in the opposite direction. 
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example):

wt+1 = wt �h d
dw

L( f (x;w),y) (5.14)

Now let’s extend the intuition from a function of one scalar variable w to many
variables, because we don’t just want to move left or right, we want to know where
in the N-dimensional space (of the N parameters that make up q ) we should move.
The gradient is just such a vector; it expresses the directional components of the
sharpest slope along each of those N dimensions. If we’re just imagining two weight
dimensions (say for one weight w and one bias b), the gradient might be a vector with
two orthogonal components, each of which tells us how much the ground slopes in
the w dimension and in the b dimension. Fig. 5.4 shows a visualization of the value
of a 2-dimensional gradient vector taken at the red point.

Cost(w,b)

w
b

Figure 5.4 Visualization of the gradient vector at the red point in two dimensions w and b,
showing the gradient as a red arrow in the x-y plane.

In an actual logistic regression, the parameter vector w is much longer than 1 or
2, since the input feature vector x can be quite long, and we need a weight wi for
each xi. For each dimension/variable wi in w (plus the bias b), the gradient will have
a component that tells us the slope with respect to that variable. Essentially we’re
asking: “How much would a small change in that variable wi influence the total loss
function L?”

In each dimension wi, we express the slope as a partial derivative ∂
∂wi

of the loss
function. The gradient is then defined as a vector of these partials. We’ll represent ŷ
as f (x;q) to make the dependence on q more obvious:

—q L( f (x;q),y)) =

2

66664

∂
∂w1

L( f (x;q),y)
∂

∂w2
L( f (x;q),y)

...
∂

∂wn
L( f (x;q),y)

3

77775
(5.15)

The final equation for updating q based on the gradient is thus

qt+1 = qt �h—L( f (x;q),y) (5.16)

“learning rate” hyperparameter 
determines how far we move in the 
direction specified by the gradient
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Break



Neural Networks
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Components of a probabilistic machine 
learning classifier

§ Given m input/output pairs (x(i),y(i)):

1. A feature representation of the input. For each input observation x(i), a vector 
of features [x1, x2, ... , xn]. Feature j for input x(i) is xj, more completely xj(i), or 
sometimes fj(x).

2. A classification function that computes !y, the estimated class, via p(y|x), like 
the sigmoid or softmax functions.

3. An objective function for learning, like cross-entropy loss. 
4. An algorithm for optimizing the objective function: stochastic gradient 

descent. 
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2. Neural Networks: Made up of units

x1 x2 x3

y

w1 w2 w3

∑

b
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Weights
Input layer

Weighted sum

Non-linear transform

Output value

bias
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2. Binary Logistic Regression as a 1-layer 
Network

w

xnx
1

𝑦 = 𝜎(𝑤 & 𝑥 + 𝑏)

+
1

w1 wn b

(y is a scalar)
σOutput layer

(σ node)

Input layer
vector x

(we don't count the input layer in counting layers!)

(vector)
(scalar)
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Two-layer Neural Network with scalar 
output

U

W

xnx1 +1

b

hidden units
(σ node)

Input layer
(vector)

Output layer
(σ node)

Need a non-linear 
function, e.g. sigmoid, 
ReLU, tanh

z = 𝑈ℎ
𝑦 = 𝜎(𝑧)
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4. Backpropogation for Gradient 
Estimation

§ We can train the model in a similar way, but we need the derivative of the loss with 
respect to each weight in every layer of the network 
o But the loss is computed only at the very end of the network! 

§ Solution: error backpropagation (Rumelhart, Hinton, Williams, 1986)

o Algorithm for gradient estimation
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1. Learned word embeddings instead of 
crafted features



Evaluation and Prevalence 
Estimation
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Evaluation Metrics

§ How can we tell if model is correct?
o Performance on held-out test set

§ Data splits:
o Training set: used to learn model parameters
o Validation/development set: used to learn hyperparameters, debug, choose 

best model instance
o Test set: used to evaluate model performance
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Evaluation
Gold Labels

Not 
Offensive

Offensive Sum

Model
Prediction

Not 
Offensive 147 50 197

Offensive 10 15 25

Sum 157 65 222

Accuracy: !"#$%&	()&&%(*
+)*,-

= ./01.2
333

 = 73% 

Precision: +&"%	4)56*67%
+&"%	4)56*67%18,-5%	4)56*67%

= .2
.21.9

 = 60% 

Recall: +&"%	4)56*67%
+&"%	4)56*67%18,-5%	!%:,*67%

= .2
.2129

 = 23% 
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Prevalence Estimates

§ We often want to use the model for prevalence estimates
o Did prevalence of positive emotions increase over time?
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Simple Approach: Classify and Count 
(CC)

§ Convert classifier output pi to binary decision and compute average over all n data 
points (model estimates that x% of tweets express anger)

George Forman. 2005. Counting positives accurately despite inaccurate classification. In European Conference on 
Machine Learning.
Keith, Katherine, and Brendan O’Connor. "Uncertainty-aware generative models for inferring document class 
prevalence." Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing. 2018

§ What if our held-out test accuracy is 75%? Should we still count all outputs predicted 
by the model?
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Adjusted Classify and Count (ACC) 

§ Dependent on the correctness of TPR and FPR 

George Forman. 2005. Counting positives accurately despite inaccurate 
classification. In European Conference on Machine Learning.
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Probablistic Classify and Count (PCC) 

§ Is typically effective if model is well-calibrated
o For all test samples where p=0.9, ~90% should be true positives
o For all test samples where p=0.7, ~70% should be true positives
o For all test samples where p=0.1, ~10% should be true positives

Dallas Card and Noah A Smith. 2018. The importance of calibration for estimating proportions from annotations. In 
Proceedings of Empirical Methods in Natural Language Processing
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