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Recap

 Last class:
o Causal Inference with text

 Reminders:
o HW 3 due (next) Friday
o Midterm in 1 week
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Outline

 Introduction and definitions
 Basic Network Metrics
 Advanced Network Methods
 Graph Neural Network



Introduction and Definitions
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Motivation: understand relationship

Bearman, P. S., Moody, J., & Stovel, K. (2004). Chains of affection: The structure of adolescent romantic and sexual 
networks. American journal of sociology, 110(1), 44-91.

 High School Partnership Network
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Motivation: understand epidemic

Moody, J., Adams, J., & Morris, M. (2017). Epidemic potential by sexual activity distributions. Network science, 5(4), 
461-475.

 Sex Partner Network and HIV
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Motivation: understand online “epidemic”

 Lies spread faster than the truth

Vosoughi, S., Roy, D., & Aral, S. (2018). The spread of true and false news online. science, 359(6380), 1146-1151.
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Motivation: how to succeed as individual

 Looking for a job? Making Weak Ties.
 Want to be influential? Try something new, but don’t go too far.

Granovetter, M. S. (1973). The strength of weak ties. American journal of sociology, 78(6), 1360-1380.
Uzzi, B., Mukherjee, S., Stringer, M., & Jones, B. (2013). Atypical combinations and scientific impact. Science, 
342(6157), 468-472.



9

Motivation: how to promote mobility as society

Chetty, R., Jackson, M. O., Kuchler, T., Stroebel, J., Hendren, N., Fluegge, R. B., ... & Wernerfelt, N. (2022). Social 
capital I: measurement and associations with economic mobility. Nature, 608(7921), 108-121.

 https://socialcapital.org/
 Go to the right schools and make the right friends

https://socialcapital.org/
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How might we represent network?
Represent connections between vertices/nodes
 Vertex: a node of the graph
 Edge: a link between two vertices

A graph consists of a set of nodes and a set of edges
 𝐺𝐺(𝑉𝑉, 𝐸𝐸)
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Graph Data: Adjacency Matrix

 The matrix of vertices connections
Encode in a symmetric matrix (for undirected network)

The adjacency matrix has elements

𝑛𝑛 × 𝑛𝑛  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝐴𝐴

𝑎𝑎𝑖𝑖𝑖𝑖 =  �1
0 

𝑖𝑖𝑖𝑖 𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗 𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

Example from: https://bookdown.org/markhoff/social_network_analysis/understanding-network-data-structures.html

https://bookdown.org/markhoff/social_network_analysis/understanding-network-data-structures.html
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Graph Data: Edge Lists

 Two-column matrices that directly indicate how vertices are connected

Example from: https://bookdown.org/markhoff/social_network_analysis/understanding-network-data-structures.html
Collections of Social Network Datasets: https://networks.skewed.de/

https://bookdown.org/markhoff/social_network_analysis/understanding-network-data-structures.html
https://networks.skewed.de/
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Types of Edges

 Directed vs. undirected

Example from: https://sonic.northwestern.edu/

https://sonic.northwestern.edu/


14

Types of Edges

 Weighted vs. unweighted
 Multiplex

Example from: https://sonic.northwestern.edu/
Example of hypergraph: Lungeanu, A., Carter, D. R., DeChurch, L. A., & Contractor, N. S. (2021). How team interlock 
ecosystems shape the assembly of scientific teams: A hypergraph approach. In Computational Methods for 
Communication Science (pp. 95-119). Routledge.

https://sonic.northwestern.edu/


Basic Metrics



16

Network Parameters

Different Dimensions to Consider
 Entity: Nodes vs. Edges (e.g., degree, path length)
 Scale: Local vs. Global (e.g., cluster, dimensions)
 Topology: Structure (e.g., small world network, scale-free network)
 Quantity: Volume (e.g., weighted edges)
 Quality: Classification (e.g., friends, family, …)
 …
Different combinations of dimensions create different network metrics;
You can always create your own.
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Example 1: Network Density

Edges * Global (Ignore multiplex hypergraph topology for all examples)
 For a directed unweighted network with n nodes, the max number of possible edges is:

 For an undirected unweighted network:

 Network density:

𝑛𝑛 𝑛𝑛 − 1  

𝑛𝑛 𝑛𝑛 − 1 /2 

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
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Americans are becoming more isolated

McPherson, M., Smith-Lovin, L., & Brashears, M. E. (2006). Social isolation in America: Changes in core discussion 
networks over two decades. American sociological review, 71(3), 353-375.
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Example 2: Closeness Centrality

Nodes * Global
 Measuring the mean shortest distance from a node to every other nodes in a network 

with n nodes:

 Where d represent the length of the shortest path between i and j.  Here, the path 
length refers to the number of nodes between i and j (degrees of separation).

1
𝑛𝑛 − 1�𝑑𝑑𝑖𝑖𝑖𝑖
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How minorities generate impact from a 
peripheral location

 Start from periphery and channel 
through emotions (sentiment analysis)

Bail, C. A. (2012). The fringe effect: Civil society organizations and the evolution of media discourse about Islam since 
the September 11th attacks. American Sociological Review, 77(6), 855-879.
Bail, C. A., Brown, T. W., & Mann, M. (2017). Channeling hearts and minds: Advocacy organizations, cognitive-emotional 
currents, and public conversation. American Sociological Review, 82(6), 1188-1213.



21

Example 3: Quarter-Power Scaling
Topology * Volume * Scale
 Observation: Many biological scaling can be described as 

Where Y is a biological variable, such as “life span”; a is a constant, b is a scaling exponent; 
M is a metabolic measurement, such as “blood circulation time”. The value of b is usually ¼ 
or ¾. 

We also have similar observations in economic growth, innovation, and pace of life in cities. 

𝑌𝑌 = 𝑎𝑎𝑀𝑀𝑏𝑏

West, G. B., Brown, J. H., & Enquist, B. J. (1999). The fourth dimension of life: fractal geometry and allometric scaling of 
organisms. science, 284(5420), 1677-1679.

Bettencourt, L. M., Lobo, J., Helbing, D., Kühnert, C., & West, G. B. (2007). Growth, innovation, scaling, and the pace of 
life in cities. Proceedings of the national academy of sciences, 104(17), 7301-7306.
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 Theory: maximize metabolic capacity - transportation through space-filling fractal networks 
of branching tubes

West, G. B., Brown, J. H., & Enquist, B. J. (1997). A general model for the origin of allometric scaling laws in 
biology. Science, 276(5309), 122-126.
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West, G. B., Brown, J. H., & Enquist, B. J. (1997). A general model for the origin of allometric scaling laws in 
biology. Science, 276(5309), 122-126.
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List of Other Metrics

Node Degree (in-degree; out-degree)
Degree distribution
Betweenness centrality
Eigenvector centrality
Page Rank (Google)
Constraint (Structure hole)
Hubs and Authorities (HITS)
Clustering coefficient
Components
Subgraphs

N-cliques
N-clans
K-plexes
K-cores
Structural Equivalence
Shortcut
…

For more information, refer to textbooks, Wikipedia or 
python/R packages (e.g. NetworkX https://networkx.org/)

Newman, M. (2018). Networks. Oxford university press.



Advanced Network Methods
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Call back
 Logistic Regression (Feb 14) assume independence of errors, linearity in the 

logit for continuous variables, absence of multicollinearity, and lack of strongly 
influential outliers

Stoltzfus, J. C. (2011). Logistic regression: a brief primer. Academic emergency medicine, 18(10), 1099-1104.
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Network “regression”
Problem:
 Analogous to logistic regression: if we want to predict the probability that a pair of 

nodes in a network will have a tie between them (0,1).
 Ties between nodes in real social networks are not independent. 

Solution
 Exponential Random Graph Model (ERGM)
 Through simulation, ERGMs allow dyadic and higher-order dependencies to be 

modeled. Then it can describe how interdependent structures shape a network.

https://eehh-stanford.github.io/SNA-workshop/ergm-intro.html#what-is-an-ergm
Hunter, D. R., Handcock, M. S., Butts, C. T., Goodreau, S. M., & Morris, M. (2008). ergm: A package to fit, simulate and 
diagnose exponential-family models for networks. Journal of statistical software, 24(3), nihpa54860.

https://eehh-stanford.github.io/SNA-workshop/ergm-intro.html#what-is-an-ergm


28

ERGM Model

 Observe the distribution of structural features of interest in simulated networks

Figure from: https://sonic.northwestern.edu/

https://sonic.northwestern.edu/
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ERGM Model

 Adding different
structural metrics as X into
a “regression”.

See more network statistics: https://cran.r-project.org/web/packages/ergm/vignettes/ergm.pdf

https://cran.r-project.org/web/packages/ergm/vignettes/ergm.pdf
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ERGM Model

https://eehh-stanford.github.io/SNA-workshop/ergm-intro.html#what-is-an-ergm

https://eehh-stanford.github.io/SNA-workshop/ergm-intro.html#what-is-an-ergm


31

ERGM Model

https://eehh-stanford.github.io/SNA-workshop/ergm-intro.html#what-is-an-ergm

https://eehh-stanford.github.io/SNA-workshop/ergm-intro.html#what-is-an-ergm
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Example of ERGM

 How reciprocal edges and number of edge influence guarantee network in 
financial crisis and stimulus program?

Wang, Y., Zhang, Q., & Yang, X. (2020). Evolution of the Chinese guarantee network under financial crisis and stimulus 
program. Nature Communications, 11(1), 2693.
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Extended ERGM family and other 
Relevant Inference models
 Social selection: predict ties
 Social influence: predict attributes of nodes

Example from: https://sonic.northwestern.edu/

https://sonic.northwestern.edu/
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Problem of ERGM family
 Not practical for a large graph (typically within 3k-5k nodes)
 One solution is network sampling, sample a small graph from the large graph 

(another solution is Graph Neural Network)

Leskovec, J., & Faloutsos, C. (2006, August). Sampling from large graphs. In Proceedings of the 12th ACM SIGKDD 
international conference on Knowledge discovery and data mining (pp. 631-636).
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Call back
 Causal inference (Feb 14)
 How to conduct causal inference in network analysis? 

Stoltzfus, J. C. (2011). Logistic regression: a brief primer. Academic emergency medicine, 18(10), 1099-1104.
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Example 1: Simulation + Matching

 Remove matched nodes and see 
what happens

Erikson, E., & Bearman, P. (2006). Malfeasance and the foundations for global trade: The structure of English trade in the 
East Indies, 1601–1833. American Journal of Sociology, 112(1), 195-230., J. C. (2011). Logistic regression: a brief 
primer. Academic emergency medicine, 18(10), 1099-1104.
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Example 2: Experiment

 Recruit people and allocate them into 
different networks.

Centola, D., Becker, J., Brackbill, D., & Baronchelli, A. (2018). Experimental evidence for tipping points in social 
convention. Science, 360(6393), 1116-1119.



Graph Neural Network
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Call back: Large Graph Issue for ERGM

 Solution 1: Network sampling.
 Solution 2: Transform graph information to other data structures (e.g., node 

embedding).
 Solution 3: Analyzing the graph at the local neural level and then aggregating the 

neurons together (e.g., Graph Neural Network).

 These 3 solutions are actually intertwined in practice: 
You can use network sampling methods (e.g., random walk) to calculate node 
embeddings; 
You can also use node embedding results as input for Graph Neural Networks (GNN).
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Node Embedding
 Logic of Node Embedding
1. Define a function that maps node u, v to vectors zu, zv

2. Define a node similarity function for u, v
3. Optimize parameters so that:

𝑠𝑠𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑢𝑢, 𝑣𝑣) ≈ 𝑧𝑧𝑣𝑣𝑇𝑇𝑧𝑧𝑢𝑢

Illustration graph from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html
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Example: similarity based on random walks
 Given a random node u, predict its neighbor NR(u), equivalently minimizing L.
 Intuition: Optimize embedding zu to max the likelihood of random walk co-occurrences.

Example from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html
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Example: similarity based on random walks
 Given a random node u, predict its neighbor NR(u), equivalently minimizing L.
 Intuition: Optimize embedding zu to max the likelihood of random walk co-occurrences.
 Use softmax to parameterize P(v|zu) (make v to be most similar to u).

Example from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html
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Recall negative sampling in word2vec
 Calculating L is expensive: pick random negative samples to normalize
 Negative sampling (Jan 31)

Example from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html
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Recall negative sampling in word2vec
 Calculating L is expensive: pick random negative samples to normalize
 Negative sampling (Jan 31): Sample k negative nodes each with prob. 

proportional to its degree (k=5~20)
 Gradient Descent to minimize L

Example from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html
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Call back Neural Network (Feb 14)
 Can we directly apply neural network to graph, taking adjacency matrix and network 

metrics as input?

 Issues with naïve neural network
Node order; Graph size change…

Input 
Graph

Structured 
Features

Feature 
Engineering
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Graph Neural Network

 Logic of GNN
1) Network neighborhood defines a computation graph
2) Generate node embeddings/link messages based on local network neighborhoods
3) Aggregate information across layers
4) Train the neural network

Example from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html
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Graph Neural Network Training

Example from: https://cs.stanford.edu/people/jure/teaching.html

https://cs.stanford.edu/people/jure/teaching.html


48

Example 1: Predict Twitter (X) Interaction

 Dynamic GNN

Rossi, E., Chamberlain, B., Frasca, F., Eynard, D., Monti, F., & Bronstein, M. (2020). Temporal graph networks for deep 
learning on dynamic graphs. arXiv preprint arXiv:2006.10637.
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Example 2: GraphSAGE

 Heterogeneous Nodes and Edges

Hamilton, W., Ying, Z., & Leskovec, J. (2017). Inductive representation learning on large graphs. Advances in neural 
information processing systems, 30..
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Issues with GNN
 Lost global information (Complex system studies are good at dealing with global info)
 Interpretability (Ongoing research)

Yuan, H., Yu, H., Gui, S., & Ji, S. (2022). Explainability in graph neural networks: A taxonomic survey. IEEE transactions 
on pattern analysis and machine intelligence, 45(5), 5782-5799.
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Examples of complex system network 
studies

 Watts, D. J., & Strogatz, S. H. (1998). Collective dynamics of ‘small-world’networks. 
nature, 393(6684), 440-442.

 Barabási, A. L., & Albert, R. (1999). Emergence of scaling in random networks. 
science, 286(5439), 509-512.

 Muscoloni, A., Thomas, J. M., Ciucci, S., Bianconi, G., & Cannistraci, C. V. (2017). 
Machine learning meets complex networks via coalescent embedding in the 
hyperbolic space. Nature communications, 8(1), 1615.

 Wang, D., & Barabási, A. L. (2021). The science of science. Cambridge University 
Press.
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Recommended readings

 Grover, A., & Leskovec, J. (2016, August). node2vec: Scalable feature learning for 
networks. In Proceedings of the 22nd ACM SIGKDD international conference on 
Knowledge discovery and data mining (pp. 855-864).

 Xu, K., Hu, W., Leskovec, J., & Jegelka, S. (2018). How powerful are graph neural 
networks?. arXiv preprint arXiv:1810.00826.

 Yuan, H., Yu, H., Gui, S., & Ji, S. (2022). Explainability in graph neural networks: A 
taxonomic survey. IEEE transactions on pattern analysis and machine intelligence, 
45(5), 5782-5799.
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