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Overview

= Last class:
o LLM use cases, with a focus on Topic Modeling
« Neural LDA (ProdLDA, CTM)
 Instruction Tuning and Alignment
« Beyond LDA (BERTtopic, TopicGPT)
= This class
o LLMs as classifiers and data labelers
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Core subject areas in CSS (and digital
humanities)

Sociology

Psychology

Social Dy i
Persuasiveness
Power

Toxicity Prediction
Hate Speech

—E Cultural Analysis

Social Bias Inference

Anti-Social Behavior

Social Psych
= Emotion

e Humor

Politeness
Mental Health

Empathy

f—— Positive Reframing

Emotion Summarization

Figurative Language Explanation
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Literature

Literary Themes

Narrative Analysis
_E Character Tropes
Relationship Dynamics

History

[ T=

=

Historical Events
Event Extraction
Cultural Evolution
Semantic Change

Sociolinguistic Variation
Dialect Feature Identification
Social Language Use
Figurative Language
Persuasion Strategies
Discourse Acts

=

Framing
Misinformation
Event Framing
Ideology

Stance

Statement Ideology

Media Slant

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024



General NLP methods for CSS

= Unsupervised approaches
o Word statistics, topic modeling

= Semi-supervised approaches
o Word embeddings, lexicons

= Supervised approaches:
o Data annotating, classification models, interpreting model outputs

= Typically supervised approaches yield best results (e.g. ability to measure the values
we care about) but data annotation is difficult and costly
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Zero-shot

Translate English to French: task description

cheese => prompt

= Take model that has been instructed-tuned (with or without RLHF) and prompt it to
label data
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Can Large Language Models Transform
Computational Social Science?

= Goal:
o Evaluate zero-shot performance of LLMs over a diverse range of CSS text
processing tasks
= Categories of tasks:
o Utterance level
o Conversation level
o Document level

= [Primarily classification tasks, also information extraction and some text generation]

—, JOHNS HOPKINS
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Models Evaluated

FLAN-T5 (Chung et al. 2022)

o Encoder-decoder architecture

o Instruction Tuned

o [Open source model with strong zero/few shot performance]
GPT-3

o Some variants with only instruction-tuning and some +RLHF
GPT-4

o Multimodal model, substantially scales up GPT-3 architecture
Baselines:

o Supervised models trained for the specific task (RoBERTa for classification and T5
for generation)
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Challenge: Models are sensitive to exact
prompt



ChatGPT 3.5

@ You

What is the best topic model?

ChatGPT

Determining the "best" topic model depends on various factors such as the specific requirements
of your task, the characteristics of your data, computational resources available, and personal
preferences. However, some popular and effective topic modeling algorithms include Latent
Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA), and Non-Negative Matrix Factorization
(NMF).

* Latent Dirichlet Allocation (LDA): LDA is a generative probabilistic model that assumes
documents are a mixture of topics, and each topic is a mixture of words. It's widely used and
relatively easy to implement. However, it may not capture correlations between words as well as
other models.

* Latent Semantic Analysis (LSA): LSA is a technique based on Singular Value Decomposition
(SVD) that analyzes relationships between terms and documents by producing a set of concepts
related to the terms and documents. LSA can handle synonymy and polysemy to some extent but
may not capture more complex semantic relationships.

* Non-Negative Matrix Factorization (NMF): NMF decomposes a matrix into the product of two
lower-dimensional matrices, where all elements are non-negative. It's often used for
dimensionality reduction and feature extraction. NMF has been shown to perform well for topic

modeling tasks, particularly when interpretability of topics is important.

Each of these models has its strengths and weaknesses, and the choice depends on the specific
needs of your project. It's often helpful to experiment with different models and evaluate their
performance based on metrics such as coherence scores, topic interpretability, and relevance to

your application.

Message ChatGPT...

ChatGPT can make mistakes. Consider checking important information.

>



@ You

Which topic model is the best for my data?

ChatGPT

Determining the best topic model for your data depends on various factors such as the nature of
your data, your specific objectives, the size of your dataset, and the computational resources
available to you. Here are a few popular topic modeling algorithms and when they might be

suitable:

Latent Dirichlet Allocation (LDA):
* LDA is one of the most commonly used topic modeling algorithms.
* It assumes that documents are represented as a mixture of topics and that each word's
presence is attributable to one of the document's topics.
* Suitable for large corpora and when interpretability of topics is important.
2. Latent Semantic Analysis (LSA):
* LSAis aclassical method for topic modeling that utilizes singular value decomposition (SVD).
* It works well with datasets where the relationships between terms and documents can be
captured using linear algebra techniques.
* Suitable when you have a smaller dataset and want a simple approach.
3. Non-Negative Matrix Factorization (NMP>:
* NMF factorizes a non-negative matrix ... two non-negative matrices.
* It's particularly useful when interpretability of topics is important and when your dataset is
relatively small.
* NMF often leads to more easily interpretable topics compared to LDA.
Word Embedding-Based Models:
* Models like Word2Vec, Doc2Vec, and GloVe can be used for topic modeling by clustering
word vectors or document vectors.
* They are effective when your data is primarily composed of short texts like tweets or product
reviews.
* They capture semantic relationships between words, which can lead to more meaningful topic
representations.
BERTopic:
* BERTopic is a recent approach that utilizes BERT embeddings and hierarchical clustering to
identify topics.
* It's effective for both short and long texts and can capture more nuanced relationships
between words.
* Suitable when you have access to large computational resources and want state-of-the-art

performance.

Before choosing a topic model, it's essential to preprocess your data appropriately, including
tasks such as text cleaning, tokenization, and possibly dimensionality reduction. Additionally,
consider evaluating different models using metrics such as coherence score, topic diversity, and

human judgment to select the most suitable one for your specific needs.



Challenge: Models are sensitive to exact
prompt

= Write initial prompt
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Effective Prompt Guideline

Reference

| Guideline Example

When the answer is categorical, enumerate op-
tions as alphabetical multiple-choice so that the
output is simply the highest-probability token
(IAI’ /BI).

Hendrycks et al. (2021)

Each option should be separated by a new line
( ) to resemble the natural format of online
multiple choice questions. More natural prompts
will elicit more regular behavior.

Inverse Scaling Prize

{$CONTEXT}

Which of the following describes
the above news headline?
A: Misinformation

B: Trustworthy
{$CONSTRAINT]}

To promote instruction-following, give instruc-
tions after the context is provided; then explic-
itly state any constraints. Recent and repeated
text has a greater effect on LLM generations due
to common attention patterns.

Child et al. (2019)

Clarify the expected output in the case of uncer-
tainty. Uncertain models may use default phrases
like “I don’t know,” and clarifying constraints
force the model to answer.

No Existing Reference

{$CONTEXT)
{$QUESTION}

Constraint: Even if you are
uncertain, you must pick either
“True” or “False” without using
any other words.

When the answer should contain multiple
pieces of information, request responses
in JSON format. This leverages LLM’s famil-
iarity with code to provide an output structure
that is more easily parsed.

MiniChain Library

{$CONTEXT}
{$QUESTION}

JSON Output:




Challenge: Models are sensitive to exact
prompt

= Write initial prompt
= Use GPT-3.5 to paraphrase initial prompt 4 times

= Report results averaged across prompt perturbations
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Utterance-level

Model ‘ Baselines FLAN-T5 FLAN text-001 text-002 text-003 Chat
Data ’ Rand Finetune Small Base Large @ XL XXL UL2 Ada Babb. Curie Dav. Davinci Davinci GPT3.5 GPT4
Utterance Level Tasks
Dialect 33 3.0 02 45 234 248 303 329 05 0.5 1.2 91 171 14.7 11.7 232
Emotion 16.7 716 198 638 69.7 657 662 70.8 6.4 49 6.6 19.7 36.8 44.0 471  50.6
Figurative 25.0 99.2 166 232 180 322 532 623 100 152 10.0 194 45.6 57.8 486 175
Humor 49.5 731 518 371 549 569 299 56.8 38.7 333 347 292 29.7 33.0 433 613
Ideology 33.3 648 18.6 237 43.0 476 531 464 397 251 252 231 46.0 46.8 43.1 60.0
Impl. Hate | 16.7 62.5 74 144 72 323 296 320 7.1 7.8 49 92 18.4 19.2 16.3 37
Misinfo 50.0 816 333 532 648 687 696 774 458 362 415 423 70.2 73.7 55.0 269
Persuasion | 14.3 52.0 36 104 375 321 457 435 3.6 53 47 113 21.6 17.5 233 56.4
Sem. Chng. | 50.0 623 335 410 569 520 363 416 328 389 413 357 419 374 442 21.2
Stance 33.3 36.1 252 366 422 432 491 481 181 177 172 356 46.4 41.3 48.0 | 76.0

\

Most of the time supervised is Suspiciously high LLM performance
§F Joris Honans better Was this data in GPT-4’s training dajg?
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Conversation-level

Model | Baselines FLAN-T5 FLAN text-001 text-002 text-003 Chat
k | Rand Finetune Small Base Large XL XXL  UL2 Ada Babb. Curie Dav. Davinci Davinci GPT3.5 GPT4
Discourse 14.3 49.6 42 215 336 378 506 39.6 6.6 9.6 43 114 35.1 36.4 354 167
Empathy 33.3 716 167 167 221 212 359 347 245 176 27.6 1638 16.9 17.4 22.6 6.4
Persuasion | 50.0 33.3 92 110 113 84 418 431 69 6.7 6.7 333 33.3 53.9 51.7 28.6
Politeness 33.3 758 224 424 447 572 519 534 167 171 339 221 33.1 394 51.1 59.7
Power 49.5 72.7 466 480 408 556 526 569 431 398 375 369 39.2 51.9 56.5 42.0
Toxicity 50.0 64.6 438 404 425 434 340 482 414 342 334 348 41.8 46.9 312 554
Most of the time supervised is
much better
‘ri—?y JOHNS HOPKINS 16
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Conversation-level

Model | Baselines FLAN-T5 FLAN text-001 text-002 text-003 Chat
% |Rand Finetune Small Base Large XL XXL  UL2 Ada Babb. Curie Dav. Davinci Davinci GPT3.5 GPT4
Discourse | 14.3 496 42 215 336 378 506 396 66 96 43 114 35.1 364 354 167
Empathy 33.3 716 167 167 221 212 |359| 347 245 176 27.6 168 16.9 174 226 64
Persuasion | 50.0 333 92 110 113 84 418 431 69 67 67 333 33.3 51.7 286
Politeness | 33.3 758 224 424 447 572 519 534 167 171 339 221 33.1 394 511 597
Power 49.5 727 466 480 408 556 526 569 431 398 375 369 39.2 519 565 42.0
Toxicity 50.0 646 438 404 425 434 340 482 414 342 334 348 418 469 312 [554

Best LLM is not better than random /
(also true for some of the utterance-
R JOHNS HOPKINS level and document-level tasks) 17
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Document-level

Model | Baselines FLAN-T5 FLAN text-001 text-002 text-003 Chat
k |Rand Finetune Small Base Large XL XXL  UL2 Ada Babb. Curie Dav. Davinci Davinci GPT3.5 GPT4

Event Arg. | 223 65.1 - - - - - - - - 86 86 21.6 22.9 223 230
Event Det. 0.4 75.8 98 7.0 1.0 109 418 50.6 298 473 474 444 48.8 52.4 513 148
Ideology 33.3 8.1 240 192 283 29.0 424 388 221 268 189 215 42.8 43.4 447 515
Tropes 36.9 - 1.7 84 137 146 190 286 77 128 16.7 152 16.3 26.6 369 449

\

Most of the time supervised is
much much better
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What about agreement instead of
accuracy?

Dataset Best Model Fl1 Kk Agreement
Utterance-Level
Dialect flan-ul2 329 0.15 poor
Emotion flan-ul2 70.8 0.65 good
Figurative flan-ul2 623 052 moderate
Humor gpt-4 613 0.23 fair
Ideology davinci-002  60.0 040 moderate
Impl. Hate flan-ul2 323 0.20 fair
Misinfo flan-ul2 774 0.55 moderate
Persuasion gpt-4 564 0.51 moderate
Semantic Chng. | flan-t5-large 569 0.14 poor
Stance gpt-3.5-turbo  72.0 0.58 moderate

Dataset | BestModel  F1 k  Agreement
Convo-Level
Discourse | flan-t5-xxI ~ 50.6 0.45 moderate
Empathy flan-t5-xxI 359 0.04 poor
Persuasion | davinci-003 539 0.14 poor
Politeness | flan-t5-x1 59.2 0.38 fair
Power gpt-4 59.7 0.26 fair
Toxicity gpt-4 554 0.11 poor
Document-Level
Ideology gpt-4 51.5 051 moderate
Event Det. | gpt-4 23.0 n/a =
Tropes gpt-4 449 n/a =

What evaluation would you want to see to understand if using an LLM to augment

human annotations is useful?

I,u J()HI\S H()I’I\I\IS
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What about agreement instead of

accuracy?

Dataset ‘ Best Model F1 Kk Agreement
Utterance-Level
Dialect flan-ul2 329 0.15 poor
Emotion flan-ul2 70.8 0.65 good
Figurative flan-ul2 623 052 moderate
Humor gpt-4 61.3 0.23 fair
Ideology davinci-002  60.0 040 moderate
| Impl. Hate flan-ul2 323 020 fair |
Misinfo flan-ul2 774 055 moderate
Persuasion gpt-4 564 0.51 moderate
Semantic Chng. | flan-t5-large 569 0.14 poor
Stance gpt-3.5-turbo  72.0 0.58 moderate

Dataset | Best Model F1 k Agreement
Convo-Level
Discourse | flan-t5-xxI ~ 50.6 045 moderate
Empathy flan-t5-xxI 359 0.04 poor
Persuasion | davinci-003 539 0.14 poor
Politeness | flan-t5-x1 59.2 0.38 fair
Power gpt-4 59.7 0.26 fair
Toxicity gpt-4 554 0.11 poor
Document-Level
Ideology gpt-4 51.5 051 moderate
Event Det. | gpt-4 23.0 n/a =
Tropes gpt-4 449 n/a =

Latent Hatred (ElSherief et al. 2021), “requires models to infer a subtle social taxonomy
from the coded or indirect speech of U.S. hate groups”

Example: “jewish harvard profeessor noel ignatiev wants to abolish the white race.”

%gqmtalm§[«vh/'z‘e grievance
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What about agreement instead of
accuracy?

Dataset ‘ Best Model F1 k  Agreement Dataset | Best Model F1 k  Agreement
Utterance-Level Convo-Level
Dialect flan-ul2 229 0.5 poor Discourse | flan-t5-xx1 ~ 50.6 0.45 moderate
flan-ul? 70.8 0.65 good Empathy flan-t5-xx1 359 0.04 poor
Figurative flan-ul2 623 o052 [N ~ Fersuasion | davinci003 539 014 poot
Eiiiion gpt-4 613 023 o Politeness | flan-t5-x1 59.2 0.38 fair
Ideology davinci-002  60.0 040 moderate POWe‘r gpt-4 59.7  0.26 fair
| Impl. Hate flan-ul2 323 020 fair | ToRcity gpt-4 w0 poot
Misinfo flan-ul2 774 0.55 moderate Document-Level
Persuas‘ion gpt-4 56.4 0.51 moderate Ideology gpt-4 515 051 [IFEEEEE
Semantic Chng. | flan-t5-large 569 0.14 poor Event Det. | gpt-4 230 n/a .
Stance gpt-3.5-turbo  72.0 0.58 moderate Tropes gpt-4 449 n/a =

Bad accuracy and agreement on subtle tasks that require nuanced social context
(Models are oversensitive to “stereotype” class and label anything with an identity term as
a stereotype)

C <
= JOHNS HOPKINS
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I “Concretely, our analysis reveals that, except in minority cases,
prompted LLMs do not match or exceed the performance of carefully
fine-tuned classifiers, and the best LLM performances are often too

low to entirely replace human annotation." I

[More nuanced take — depends on the task, but we have to question if
we can trust evaluation]

et J()HN\ H()l KINS 22
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Large Language Models are few-shot
learners

= A large labelled data set can be difficult to build, but annotating a smaller set is often
feasible, how can we use this?

Language Models are Few-Shot Learners

Tom B. Brown* Benjamin Mann* Nick Ryder* Melanie Subbiah*
Jared Kaplan' Prafulla Dhariwal Arvind Neelakantan Pranav Shyam Girish Sastry

Amanda Askell Sandhini Agarwal Ariel Herbert-Voss Gretchen Krueger Tom Henighan

Rewon Child Aditya Ramesh Daniel M. Ziegler Jeffrey Wu Clemens Winter
Christopher Hesse Mark Chen Eric Sigler Mateusz Litwin Scott Gray
Benjamin Chess Jack Clark Christopher Berner
Sam McCandlish Alec Radford Ilya Sutskever Dario Amodei
=N NS g \
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Key idea: Give models a few examples
during inference

Translate English to French: task description
Translate English to French: task descripti Sea orter'— Toutre de mer example
cheese => prompt chaaia = ——

“Zeroshot” “One-shot”

I,HJ()HI\S H()I‘I\I\IS 25



Key idea: Give models a few examples
during inference

—, JOHNS HOPKINS
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Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Few-shot “In-context learning”
The model parameters are not changed (no gradient updates)

26



Evaluation

LAMBADA LAMBADA StoryCloze HellaSwag

Setting (acc) (ppD) (acc) (acc)
SOTA 68.0¢ 8.637 91.8¢ 85.6¢
GPT-3 Zero-Shot 76.2 3.00 83.2 78.9
GPT-3 One-Shot 72.5 3.35 84.7 78.1
GPT-3 Few-Shot 86.4 1.92 87.7 79.3

= [Tasks involve picking end of sentence, story, or set of instructions]

‘:ﬁ JOHNS HOPKINS
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Evaluation

Setting En—Fr Fr—En En—De De—En En—Ro Ro—En

SOTA (Supervised) 45.6“ 35.0° 41.2¢ 40.2¢ 38.5°¢ 39.9¢

XLM [LC19] 334 33.3 26.4 34.3 33.3 31.8

MASS [STQ " 19] 37.5 34.9 28.3 35.2 35.2 33.1

mBART [LGG"20] - - 29.8 34.0 35.0 30.5

GPT-3 Zero-Shot 25.2 21.2 24.6 27.2 14.1 19.9

GPT-3 One-Shot 28.3 33.7 26.2 30.4 20.6 38.6

GPT-3 Few-Shot 32.6 39.2 29.7 40.6 21.0 39.5

Setting Winograd Winogrande (XL)

Fine-tuned SOTA  90.1¢ 84.6" " Generally improves

GPT-3 Zero-Shot ~ 88.3* 70.2 performance over zero-shot,
GPT-3 One-Shot g9 7+ 739 but it varies by task and lags
GPT-3 Few-Shot 38 6% 777 behind supervised models

=y JOHNS HOPKINS
Y- 28



Accuracy (%)

Zero-shot

l

60

One-shot Few-shot

i

Natural Language
Prompt

Number of Examples in Context (K)

175B Params

13B Params

1.3B Params



Accuracy

100

80
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Aggregate Performance Across Benchmarks

—eo— Few Shot
—e— One Shot
—e— Zero Shot

0
0.1B 04B 08B 1.3B 26B 6.7B 13B

Parameters in LM (Billions)

175B
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Model ‘ FLAN Small FLAN Base FLAN Large FLAN XL FLAN XXL FLAN UL2

Shot ‘ 0 3 5 0 3 5 0 3 5 0 3 5 0 3 5 0 3 5
Dialect 02 00 04| 45 00 114|234 0.7 141|248 80 205|303 0.2 299329 126 275
Emotion 19.8 10.6 10.1|63.8 42.7 42.0|69.7 676 674 |65.7 62.1 625|66.2 61.8 574|708 70.0 69.8
Figurative |16.6 10.0 9.2|23.2 29.1 273|18.0 21.8 19.6 (32.2 279 285|532 52.6 66.2 623 52.7 62.0
Humor 51.8 52.8 53.1|37.1 35.1 34.7|54.9 54.0 53.8|56.9 57.0 56.7|29.9 348 35.3|56.8 55.5 54.1
Ideology 18.6 16.7 24.0|23.7 226 383|43.0 473 455|476 48.8 504 |53.1 529 57.7|464 369 51.5
Impl. Hate | 74 68 62144 211 74| 72 93 47|323 285 34.6|29.6 31.6 35.1|32.0 295 259
Misinfo 33.3 333 33.3|53.2 453 59.7 | 64.8 64.8 64.2|68.7 672 69.7|69.6 74.9 744 |77.4 53.7 764
Persuasion | 3.6 3.6 3.6(104 10.8 73|375 39.0 37.7|32.1 443 41.8(45.7 44.6 48.6 |43.5 422 40.1
Sem. Chng. | 33.5 33.3 34.0|41.0 35.7 41.7 569 488 60.4|52.0 40.8 35.6|36.3 34.0 33.3|41.6 625 34.6
Stance 252 16.7 29.6 |36.6 18.1 36.6|42.2 41.8 39.8|43.2 521 46.2|49.1 46.0 48.7 |48.1 55.6 54.7
Discourse 42 40 75|215 181 20.7(33.6 3.6 34.6|37.8 3.6 38.0(50.6 3.6 434(39.6 3.6 39.1
Empathy 16.7 16.7 16.7 |16.7 16.7 16.7 221 16.7 17.1|21.2 304 228|359 29.8 282 |34.7 41.5 39.6
Persuasion | 9.2 55.9 45.0(11.0 55.0 48.7|11.3 54.6 51.7| 84 428 43.8(41.8 38.8 35.2|43.1 449 46.1
Politeness |22.4 16.7 20.1 424 239 354 (44.7 445 51.9|57.2 27.7 504|519 442 50.3 |534 43.6 53.9
Power 46.6 445 33.3/48.0 39.8 414|408 45.5 435|556 589 60.2|526 520 62.6 569 57.2 57.5
Toxicity 43.8 46.7 333|404 347 54.4 (425 34.7 36.7 434 38.7 49.2|34.0 33.3 35.1(48.2 44.7 52.5
Ideology 240 16.7 19.2]19.2 16.6 21.3|28.3 17.0 179|29.0 31.7 27.0|424 48.5 479 |38.8 38.9 39.7
Tropes 1.7 51 34| 84 51 34(13.7 100 116|146 84 100|19.0 84 6.8(28.6 27.3 24.6

et J()HN\ H()M\Ns
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What about CSS tasks?

Model | FLAN Small FLAN Base FLAN Large FLAN XL FLAN XXL FLAN UL2
Shot ’ 0 3 5 0 3 5 0 3 5 0 3 5 0 3 5 0 3 5
Dialect 02 00 04| 45 00 14|234 0.7 141|248 80 205|303 0.2 299|329 126 275

Emotion | 19.8 10.6 10.1 |63.8 42.7 42.0|69.7 67.6 674|657 621 625|662 61.8 57.4|70.8 70.0 69.8
Figurative |16.6 10.0 9.2 (232 29.1 27.3|18.0 21.8 19.6|32.2 279 285|532 52.6 66.2|62.3 527 62.0

u Improvements are Humor 51.8 52.8 53.1|37.1 35.1 34.7|54.9 54.0 53.8|56.9 57.0 56.7|29.9 34.8 35.3|56.8 55.5 54.1
: : _ _ Ideology |18.6 16.7 24.023.7 22.6 38.3|43.0 47.3 455|476 48.8 504 |53.1 529 57.7|464 369 51.5
Inconsistent Often ZEro Impl. Hate | 7.4 68 62144 211 74| 72 93 47(323 285 34.6|29.6 31.6 351|320 295 259
shot is still better Misinfo  |33.3 333 333|532 453 59.7 |64.8 648 642|687 67.2 69.7|69.6 749 744 |77.4 537 764
Persuasion | 3.6 3.6 3.6|104 10.8 73375 39.0 37.7[32.1 44.3 41.8|457 44.6 48.6 435 422 40.1

Sem. Chng. | 33.5 33.3 34.0 |41.0 357 41.7|56.9 48.8 60.4|52.0 40.8 35.6|36.3 340 333 |41.6 625 34.6

Stance 252 16.7 29.6 [36.6 18.1 36.6|42.2 41.8 39.8|432 521 46.2|49.1 46.0 48.7 |48.1 55.6 54.7

Discourse | 42 4.0 7.5|215 181 20.7(33.6 3.6 34.6|37.8 3.6 380|506 3.6 434396 3.6 39.1

Empathy |16.7 167 16.7|16.7 167 16.7|22.1 167 17.1|21.2 30.4 22.8|35.9 29.8 282|347 415 39.6

Persuasion | 9.2 55.9 45.0|11.0 55.0 487|113 54.6 51.7| 84 42.8 43.8|41.8 388 352 |43.1 44.9 46.1

Politeness |22.4 16.7 20.1|42.4 239 354|447 445 519|572 27.7 504|519 44.2 503|534 43.6 53.9

Power 46.6 44.5 33.3[48.0 39.8 41.4|40.8 45.5 435|556 589 60.2|52.6 52.0 62.6[569 572 57.5

Toxicity 438 46.7 333|404 347 544|425 347 367|434 387 49.2|34.0 333 351 (482 447 525

Ideology |24.0 167 192192 16.6 21.3|28.3 17.0 17.9|29.0 31.7 27.0|42.4 48.5 479|388 389 39.7

Tropes 17 51 34| 84 51 34137 100 116|146 84 10.0|19.0 84 6.8(28.6 27.3 246

=X Q - o
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Recommendations

1. Integrate LLMs-in-the-loop to transform large-scale data labeling. [Maybe]
Prioritize open-source LLMs for classification [Probably]

Prioritize faithfulness, relevance, coherence, and fluency in your generations by
opting for larger instruction-tuned models that have learned human preferences
[We didn’t go through generation results]

4. Investigate how LLMs produce new CSS paradigms built on the multipurpose

capabilities of LLMs in the long term [Remember the goal of topic modeling is not
LDA]

= : .
& JOHNS HOPKINS
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Fine-tuning approaches

= What if we had more than 5-10 labeled examples?
= If we have 100-1000s, can we actually update the model parameters?

= We fine-tuned models like BERT and RoBERTa but newer models are orders of
magnitude larger

‘rﬁ JOHNS HOPKINS
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Parameter-efficient Fine-tuning

= In fine-tuning we need to updating and storing all the parameters of the LM
o We would need to store a copy of the LM for each task

= With large models, storage management becomes difficult
o E.g., A model of size 170B parameters requires ~340Gb of storage
o If you fine-tune a separate model for 100 tasks:
« 340 * 100 = 34 TB of storage!

ﬁ‘, JOHNS HOPKINS
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Fine-tuning Pre-trained Models

I
Classification || = Whole model tuning:
Head .=+ o Run an optimization defined on your
@ task data that updates all model
parameters
Language
Model
» Head-tuning:
. (TTT [TTT [ITT] [TTTY o Run an optimization defined on your
Embeddings task data that updates the parameters
Input [CLS] A three-hour cinema master class. Of the mOdeI “head"

JOHNS HOPKINS
\\DHI )‘(?I,

p o [ACL 2022 Tutorial Beltagy, Cohan, Logan IV, Min and Singh] Slide thanks: Daniel Khashabi 38



https://github.com/allenai/acl2022-zerofewshot-tutorial/

Parameter-efficient Fine-tuning

]
additive selective
BitFit LN Tuning
Attention Tuning
Diff-Pruning
adapters Fish-Mask LT-SFT

FAR

soft prompts

reparametrization-based

JOHNS HOPKINS 9
WHITING SCHOOL

of ENGINEERING fig source https://arxiv.org/pdf/2303.15647.pdf Slide thanks: Daniel Khashabi



Parameter-efficient Fine-tuning: Adding Models

* Augmenting the existing pre-trained model with extra parameters or
layers and training only the new parameters

* Two commonly used methods:

 Soft prompts
* Adapters

Qi,., JOHNS HOPKINS
v WHITING SCHOOL
of ENGINEERING

additive selective
BitFit LN Tuning
Ladder-Side ’ :
Tuning Attention Tuning
Diff-Pruning
AttentionFusion
adapters Fish-Mask LT-SFT
(1A°
LeTS
soft prompts
Intrinsic-SAID reparametrization-based

Slide thanks: Daniel Khashabi



Soft Prompts -
‘the mat was soft <s> <p>

)
4

o /

prompt input

JOHNS HOPKINS
Y FENCINBERING. [Slide: Arman Cohan]
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Soft Prompts -
‘the mat was soft <s> <p>

)
4

o /

prompt input

* Designing good prompts might be difficult for each task
* Maybe we can “learn” the prompts?

Qi.-,y JOHNS HOPKINS
T Y [Slide: Arman Cohan]



Soft Prompts -
‘the mat was soft <s> <p>

)
4

o /

soft (trainable) prompts input

e Designing good prompts might be difficult for each task
e Maybe we can “learn” the prompts?

E’i.-,y JOHNS HOPKINS
T Y [Slide: Arman Cohan]



Soft Prompts -
‘the mat was soft <s> <p>

/only the model’s *

input embeddings is FROZEN

\gradient descent.

g

soft (trainable) promp

It is better to initialize soft prompts from
existing vocab than randomly. [Lester et
al., 2021]

JOHNS HOPKINS 44
Y FENGINERING. Slide thanks: Daniel Khashabi
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Prompt Tuning: Effect of Prompt Length

= Prompt tuning performs poorly
at smaller model sizes and on
harder tasks.

JOHNS HOPKINS
’ W NG SCHO(

A ENGINEERINC [The Power of Scale for Parameter-Efficient Prompt Tuning. Lester et al. 2021]

SuperGLUE Score
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Prompt tuning only
matches fine-tuning
—M- Prompt Design
ol Turing at ’Ebe largest model

—x— Prompt Tuning /S'ze
X
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|
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Slide thanks: Daniel Khashabi



https://arxiv.org/abs/2104.08691

Prompt Tuning: Effect of Prompt Length

= The shorter the prompt, the fewer
new parameters must be tuned 100

'X

= Increasing prompt length is critical to 90 -e- 20
achieving good performance

g &6 -~ 150
. . Lnu_] /’

= The largest model still gives strong ="
results with a single-token prompt g

3 60 x
= Increasing beyond 20 tokens only
yields marginal gains 50 :________.\

=
108 10° 1010
Model Parameters

W

JOHNS HOPKINS 6
of ENGINEERING [The Power of Scale for Parameter-Efficient Prompt Tuning. Lester et al. 2021] Slide thanks: Daniel Khashabi
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Parameter-efficient Fine-tuning: Adding Models

« Augmenting the existing pre-trained model with extra parameters
or layers and training only the new parameters

« Two commonly used methods:
. SOft prom pts additive a selective
- Adapters s

Tuning

BitFit LN Tuning
Attention Tuning

Diff-Pruning
AttentionFusion

adapters Fish-Mask LT-SFT

FAR
Sparse
LoRa

(A7

LeTS
LoRa

KronA
soft prompts

Intrinsic-SAID reparametrization-based

Q@i.-,y JOHNS HOPKINS
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Adapters

= Idea: train small sub-networks and only tune those.

o FF projects to a low dimensional space to reduce parameters.

= No need to store a full model for each task, only the adapter params.

Transformer
Layer

2x Feed-forward
layer

Only these are trained,
everything else is fixed and
is the same for all tasks

Multi-headed
attention

5 M

.~ Adapter
Layer

[OO0O

Q0O

Feedforward
up-project

Nonlinearity

Feedforward
down-project

T

[*Parameter-Efficient Transfer Learning for NLP”, Houlsby et al., 2019.]

Small hidden size, i.e.
an adaptor hasonly a
few parameters
(which is good!)
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https://arxiv.org/abs/1902.00751

Question

= [s parameter-efficient tuning more (1) computationally efficient; (2) memory-efficient
than whole-model tuning?

= Tt is not faster! You still need to do the entire forward and backward pass.

= [t is more memory efficient.

o You only need to keep the optimizer state for parameters that you are fine-tuning
and not all the parameters.

@ JOHNS HOPKINS 49
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Selective methods

« Selective methods fine-tune a subset of the existing parameters of the model.

« It could be a layer depth-based selection, layer type-based selection, or even
individual parameter selection.

additive selective

BitFit LN Tuning
Attention Tuning

Ladder-Side
Tuning

Diff-Pruning
AttentionFusion

adapters Fish-Mask LT-SFT

(1A FAR

LeTS

soft prompts

Intrinsic-SAID reparametrization-based

= JOHNs HOPKINS

scrooBen Zaken et al., 2021. “BitFit: Simple Parameter-efficient Fine-tuning for Transformer-based Masked Lglide thanksl' i)'a'miel Khashabi
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LORA

= Hypothesis: the intrinsic rank of the
weight matrices in a large language model
is low

Pretrained
= Parameter update for a weight matrix is Weights
decomposed into a product of two low-rank
matrices W e R4*4

W W+ AW

AW = BA
B e R% A e R r<mink,d)

JOHNS HOPKINS 51
oo o ["LoRA: Low-Rank Adaptation of Large Lanquage Models”Hu et al., 2021.]  Slide thanks: Daniel Khashabi



https://arxiv.org/abs/2106.09685

Performance/compactness comparison

I
88
Chmpactery = 7!
PHM-Adapter
. Compacterr é: A feiffer-Adapter @
Adapter—ank dapter T
OAdapter r
Intrinsic-SAID BitFit
84
o
3
@ 82
w
=
Q)
80
78
romptTuning
76

=

|2

4

0.01 0.10 1.00 10.00 100.00
Percentage of the Trained Parameters Per Task (Relative to T5)
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(1A)3 [:l Prompt Tuning
LoRA <] Prefix Tuning
BitFit () Adapter

Layer Norm @ FISH Mask
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Slide thanks: Daniel Khashabi
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Conclusions

= LLMs can be useful zero or few shot models for some tasks, but performance can be
much worse than supervised models

= Need to validate if the model works for the proposed task before using it

= Metrics like Accuracy and F1 aren’t actually what we care about:

o If an LLM has accuracy 82% and a supervised model has accuracy 84%, is it
worth hours of data annotating for an extra 2%?

o Is either model actually good enough for trends we might care about in the data?
e.g. how accurate does a model detecting misinformation need to be for us to
determine how quickly it spreads?

’@,‘.} JOHNS HOPKINS
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Conclusions

= What are more reasons we may not want to use GPT-4 to annotate data?

o We pay per query or input/output tokens - annotating a full data set of
hundreds of millions of tweets could become quite expensive

o We have to share the data with OpenAl. Infeasible for private data like
healthcare, law, social services etc.

@ JOHNS HOPKINS
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Logistics

= HW 4 is out
= Feedback on project proposals

= Next class:
o Guest Ziang Xiao
o Topic: LLMs for social experiments / human subject research

ﬁ‘, JOHNS HOPKINS
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