
LLM Prompting



2

Overview

§ Last class:
o LLM use cases, with a focus on Topic Modeling

• Neural LDA (ProdLDA, CTM)
• Instruction Tuning and Alignment
• Beyond LDA (BERTtopic, TopicGPT)

§ This class
o LLMs as classifiers and data labelers
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Core subject areas in CSS (and digital 
humanities)

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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General NLP methods for CSS

§ Unsupervised approaches
o Word statistics, topic modeling

§ Semi-supervised approaches
o Word embeddings, lexicons

§ Supervised approaches:
o Data annotating, classification models, interpreting model outputs

§ Typically supervised approaches yield best results (e.g. ability to measure the values 
we care about) but data annotation is difficult and costly



Zero-shot approaches
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Zero-shot

§ Take model that has been instructed-tuned (with or without RLHF) and prompt it to 
label data
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Can Large Language Models Transform 
Computational Social Science?

§ Goal:
o Evaluate zero-shot performance of LLMs over a diverse range of CSS text 

processing tasks
§ Categories of tasks:

o Utterance level
o Conversation level
o Document level

§ [Primarily classification tasks, also information extraction and some text generation]

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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Models Evaluated

§ FLAN-T5 (Chung et al. 2022)
o Encoder-decoder architecture
o Instruction Tuned
o [Open source model with strong zero/few shot performance]

§ GPT-3
o Some variants with only instruction-tuning and some +RLHF

§ GPT-4
o Multimodal model, substantially scales up GPT-3 architecture

§ Baselines:
o Supervised models trained for the specific task (RoBERTa for classification and T5 

for generation)
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Challenge: Models are sensitive to exact 
prompt







12

Challenge: Models are sensitive to exact 
prompt

§ Write initial prompt
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Challenge: Models are sensitive to exact 
prompt

§ Write initial prompt

§ Use GPT-3.5 to paraphrase initial prompt 4 times

§ Report results averaged across prompt perturbations
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Utterance-level

Most of the time supervised is 
better

Suspiciously high LLM performance
Was this data in GPT-4’s training data?
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Conversation-level

Most of the time supervised is 
much better
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Conversation-level

Best LLM is not better than random
(also true for some of the utterance-
level and document-level tasks)
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Document-level

Most of the time supervised is 
much much better
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What about agreement instead of 
accuracy?

What evaluation would you want to see to understand if using an LLM to augment 
human annotations is useful?
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What about agreement instead of 
accuracy?

Latent Hatred (ElSherief et al. 2021), “requires models to infer a subtle social taxonomy 
from the coded or indirect speech of U.S. hate groups”
Example: “jewish harvard profeessor noel ignatiev wants to abolish the white race.” 
contains white grievance
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What about agreement instead of 
accuracy?

Bad accuracy and agreement on subtle tasks that require nuanced social context
(Models are oversensitive to “stereotype” class and label anything with an identity term as 
a stereotype)
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“Concretely, our analysis reveals that, except in minority cases, 
prompted LLMs do not match or exceed the performance of carefully 
fine-tuned classifiers, and the best LLM performances are often too 

low to entirely replace human annotation."

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024

[More nuanced take – depends on the task, but we have to question if 
we can trust evaluation] 



Few-shot approaches (In context 
learning)



24

Large Language Models are few-shot 
learners

§ A large labelled data set can be difficult to build, but annotating a smaller set is often 
feasible, how can we use this?
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Key idea: Give models a few examples 
during inference

“Zeroshot” “One-shot”
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Key idea: Give models a few examples 
during inference

Few-shot “In-context learning”
The model parameters are not changed (no gradient updates) 
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Evaluation

§ [Tasks involve picking end of sentence, story, or set of instructions]
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Evaluation

§ Generally improves 
performance over zero-shot, 
but it varies by task and lags 
behind supervised models
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What about CSS tasks?

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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What about CSS tasks?

§ Improvements are 
inconsistent – often zero-
shot is still better

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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Recommendations

1. Integrate LLMs-in-the-loop to transform large-scale data labeling. [Maybe]
2. Prioritize open-source LLMs for classification [Probably]
3. Prioritize faithfulness, relevance, coherence, and fluency in your generations by 

opting for larger instruction-tuned models that have learned human preferences 
[We didn’t go through generation results]

4. Investigate how LLMs produce new CSS paradigms built on the multipurpose 
capabilities of LLMs in the long term [Remember the goal of topic modeling is not 
LDA]

Ziems et al. “Can Large Language Models Transform Computational Social Science?” Computational Linguistics, 2024
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Break



Fine-tuning approaches
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Fine-tuning approaches

§ What if we had more than 5-10 labeled examples?

§ If we have 100-1000s, can we actually update the model parameters?

§ We fine-tuned models like BERT and RoBERTa but newer models are orders of 
magnitude larger
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Parameter-efficient Fine-tuning

§ In fine-tuning we need to updating and storing all the parameters of  the LM
o We would need to store a copy of the LM for each task

§ With large models, storage management becomes difficult
o E.g., A model of size 170B parameters requires ~340Gb of storage
o If you fine-tune a separate model for 100 tasks:

• 340 * 100 = 34 TB of storage!

Slide thanks: Daniel Khashabi
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[ACL 2022 Tutorial Beltagy, Cohan, Logan IV, Min and Singh]

Fine-tuning Pre-trained Models

§ Whole model tuning: 
o Run an optimization defined on your 

task data that updates all model 
parameters 

§ Head-tuning: 
o Run an optimization defined on your 

task data that updates the parameters 
of the model “head” 

Slide thanks: Daniel Khashabi

https://github.com/allenai/acl2022-zerofewshot-tutorial/
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Parameter-efficient Fine-tuning

fig source https://arxiv.org/pdf/2303.15647.pdf Slide thanks: Daniel Khashabi
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Parameter-efficient Fine-tuning: Adding Models

• Augmenting the existing pre-trained model with extra parameters or 
layers and training only the new parameters
• Two commonly used methods:
• Soft prompts
• Adapters

Slide thanks: Daniel Khashabi
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Soft Prompts

LM

the cat sat on the mat

the mat was soft <s> <p>

continue the sentence

prompt input

output

[Slide: Arman Cohan]
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LM

the cat sat on the mat

the mat was soft <s> <p>

continue the sentence

prompt input

output

• Designing good prompts might be difficult for each task
• Maybe we can “learn” the prompts?

Soft Prompts

[Slide: Arman Cohan]
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LM

the cat sat on the mat

the mat was soft <s> <p>

x1

soft (trainable) prompts input

output

• Designing good prompts might be difficult for each task
• Maybe we can “learn” the prompts?

x2 x3 x4 x5

Soft Prompts

[Slide: Arman Cohan]
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LM

the cat sat on the mat

the mat was soft <s> <p>

x1

soft (trainable) prompts input

output

x2 x3 x4 x5

Soft Prompts

FROZEN
not trained

only the model’s 
input embeddings is 
fine-tuned via 
gradient descent.

It is better to initialize soft prompts from 
existing vocab than randomly. [Lester et 
al., 2021]

Slide thanks: Daniel Khashabi
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Prompt Tuning: Effect of Prompt Length 

§ Prompt tuning performs poorly 
at smaller model sizes and on 
harder tasks.

[The Power of Scale for Parameter-Efficient Prompt Tuning. Lester et al. 2021]

Prompt tuning only 
matches fine-tuning 
at the largest model 
size

Slide thanks: Daniel Khashabi

https://arxiv.org/abs/2104.08691
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Prompt Tuning: Effect of Prompt Length 

§ The shorter the prompt, the fewer 
new parameters must be tuned

§ Increasing prompt length is critical to 
achieving good performance

§ The largest model still gives strong  
results with a single-token prompt

§ Increasing beyond 20 tokens only  
yields marginal gains

[The Power of Scale for Parameter-Efficient Prompt Tuning. Lester et al. 2021] Slide thanks: Daniel Khashabi

https://arxiv.org/abs/2104.08691
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Parameter-efficient Fine-tuning: Adding Models

• Augmenting the existing pre-trained model with extra parameters 
or layers and training only the new parameters
• Two commonly used methods:
• Soft prompts
• Adapters
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Adapters
§ Idea: train small sub-networks and only tune those. 

o FF projects to a low dimensional space to reduce parameters.
§ No need to store a full model for each task, only the adapter params.

[“Parameter-Efficient Transfer Learning for NLP”, Houlsby et al., 2019.]

https://arxiv.org/abs/1902.00751
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Question  

§ Is parameter-efficient tuning more (1) computationally efficient; (2) memory-efficient 
than whole-model tuning? 

§ It is not faster! You still need to do the entire forward and backward pass.
§ It is more memory efficient.

o You only need to keep the optimizer state for parameters that you are fine-tuning 
and not all the parameters.

Slide thanks: Daniel Khashabi
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Selective methods

• Selective methods fine-tune a subset of the existing parameters of the model.

• It could be a layer depth-based selection, layer type-based selection, or even 
individual parameter selection.

Ben Zaken et al., 2021. “BitFit: Simple Parameter-efficient Fine-tuning for Transformer-based Masked Language-models”Slide thanks: Daniel Khashabi
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LoRA

§ Hypothesis: the intrinsic rank of the 
weight matrices in a large language model 
is low
§ Parameter update for a weight matrix is 
decomposed into a product of two low-rank 
matrices

125

[“LoRA: Low-Rank Adaptation of Large Language Models” Hu et al., 2021.] Slide thanks: Daniel Khashabi

https://arxiv.org/abs/2106.09685
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Performance/compactness comparison

Slide thanks: Daniel Khashabi
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Conclusions

§ LLMs can be useful zero or few shot models for some tasks, but performance can be 
much worse than supervised models

§ Need to validate if the model works for the proposed task before using it

§ Metrics like Accuracy and F1 aren’t actually what we care about:
o If an LLM has accuracy 82% and a supervised model has accuracy 84%, is it 

worth hours of data annotating for an extra 2%?
o Is either model actually good enough for trends we might care about in the data? 

e.g. how accurate does a model detecting misinformation need to be for us to 
determine how quickly it spreads?
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Conclusions

§ What are more reasons we may not want to use GPT-4 to annotate data?
o We pay per query or input/output tokens à annotating a full data set of 

hundreds of millions of tweets could become quite expensive

o We have to share the data with OpenAI. Infeasible for private data like 
healthcare, law, social services etc.
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Logistics

§ HW 4 is out
§ Feedback on project proposals

§ Next class:
o Guest Ziang Xiao
o Topic: LLMs for social experiments / human subject research


